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Chapter 4

Differentiable Functions

A differentiable function is a function that can be approximated locally by a linear
function.

4.1. The derivative

Definition 4.1. Suppose that f : (a,b) - Rand a < ¢ < b. Then f is differentiable
at ¢ with derivative f’(c) if

oy [HEED 1] _ i

The domain of f’ is the set of points ¢ € (a,b) for which this limit exists. If the
limit exists for every ¢ € (a,b) then we say that f is differentiable on (a,b).

h—0

Graphically, this definition says that the derivative of f at c is the slope of the
tangent line to y = f(x) at ¢, which is the limit as h — 0 of the slopes of the lines
through (c, f(¢)) and (¢ + h, f(c+ h)).

We can also write

f'(c) = lim

r—c

fx) = fle)
T —c ’
since if x = ¢+ h, the conditions 0 < |z — ¢| < § and 0 < |h| < ¢ in the definitions
of the limits are equivalent. The ratio
f(x) = f()
x—c

is undefined (0/0) at « = ¢, but it doesn’t have to be defined in order for the limit
as £ — c to exist.

Like continuity, differentiability is a local property. That is, the differentiability
of a function f at ¢ and the value of the derivative, if it exists, depend only the
values of f in a arbitrarily small neighborhood of ¢. In particular if f : A — R
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40 4. Differentiable Functions

where A C R, then we can define the differentiability of f at any interior point
¢ € A since there is an open interval (a,b) C A with ¢ € (a,b).

4.1.1. Examples of derivatives. Let us give a number of examples that illus-
trate differentiable and non-differentiable functions.

Example 4.2. The function f : R — R defined by f(z) = z? is differentiable on
R with derivative f'(z) = 2z since

hm[(c+h)2—c2} . h(2c+h)

= lim ———— = lim (2¢+ h) = 2c.
h—0

h—0 h h—0

Note that in computing the derivative, we first cancel by h, which is valid since
h # 0 in the definition of the limit, and then set h = 0 to evaluate the limit. This
procedure would be inconsistent if we didn’t use limits.

Example 4.3. The function f : R — R defined by

22 ifz >0,
f(x)_{o if 2 < 0.

is differentiable on R with derivative

) = {23; if 2 >0,

0 ifx<O.

For x > 0, the derivative is f/(z) = 2z as above, and for x < 0, we have f'(z) = 0.
For 0,

PR ()
F10) = Jim ==
The right limit is
lim M: lim h =0,
h—0+t h h—0
and the left limit is
lim @ =0.
h—0— h

Since the left and right limits exist and are equal, so does the limit

iy [ 20010

h—0 h - 0’

and f is differentiable at 0 with f’(0) = 0.

Next, we consider some examples of non-differentiability at discontinuities, cor-
ners, and cusps.

Example 4.4. The function f : R — R defined by

LNt



4.1. The derivative 41

is differentiable at x # 0 with derivative f’(z) = —1/2? since
o [He ) F@) W)~ /e
h—0 h h—0 h

— Jim | £ TN (c+h)
150 | he(c+h)
= e

1

2’

However, f is not differentiable at 0 since the limit

{f(h) - f(o)} [1/hh— 0} 1

= lim
h—0

lim = lim —
h—0 h—0 h2
does not exist.

Example 4.5. The sign function f(x) = sgnz, defined in Example 2.6, is differ-
entiable at x # 0 with f/(z) = 0, since in that case f(z + h) — f(x) = 0 for all
sufficiently small h. The sign function is not differentiable at 0 since

lim =
h—0

[sgnh—sgno} . sgnh
—_— lim

h o h—0

and

sgnh  J1/h  ifh>0
h | -1/h ifh<0

is unbounded in every neighborhood of 0, so its limit does not exist.

Example 4.6. The absolute value function f(z) = |z| is differentiable at x # 0
with derivative f’(z) =sgnz. It is not differentiable at 0, however, since

o S = fO0) L A
Ty fmsents

does not exist.

Example 4.7. The function f : R — R defined by f(x) = 2!/3 is differentiable at
x # 0 with

, 1
f(x):m-

To prove this, we use the identity for the difference of cubes,

a® —b* = (a — b)(a* + ab+ b?),
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0.1 -0.05 0 0.05 0.1

Figure 1. A plot of the function y = x2sin(1/x) and a detail near the origin
with the parabolas y = 2 shown in red.

and get for ¢ # 0 that

_ 1/3 _ .1/3
i [LEED = IO) (WP =
h—0 h h—0 h
— lim (c+h)—c
T =0 h[(c+ h)2/3 + (c+ )33 4 23]
. 1
= lim
h—=0 (c+ h)?/3 + (c+ h)1/3cl/3 4 ¢2/3
1
T 3e2/3°

However, f is not differentiable at 0, since
f(h)—fO) .1
S ST

which does not exist.

Finally, we consider some examples of highly oscillatory functions.

Example 4.8. Define f: R — R by

_ Jwsin(l/z) ifx #0,
f(m)_{o if 2 = 0.

It follows from the product and chain rules proved below that f is differentiable at
x # 0 with derivative
, | 1
f'(xz) =sin— — —cos —.
x x
However, f is not differentiable at 0, since

lim M = lim sin —,
h—0 h h—0 h

which does not exist.
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Example 4.9. Define f : R — R by

x?sin(1/z) if x # 0,
flay = 47 )
0 if x =0.
Then f is differentiable on R. (See Figure 1.) It follows from the product and chain
rules proved below that f is differentiable at = % 0 with derivative
1 1
f/(x) = 2zsin — — cos —.
x x
Moreover, f is differentiable at 0 with f’(0) = 0, since

tim L =IOy hind — o,
h—0 h h—0 h

In this example, lim,_,o f'(x) does not exist, so although f is differentiable on R,

its derivative f’ is not continuous at 0.

4.1.2. Derivatives as linear approximations. Another way to view Defini-
tion 4.1 is to write
fle+h)=f(e)+ f(c)h+r(h)
as the sum of a linear approximation f(c)+ f’'(c)h of f(c¢+h) and a remainder r(h).
In general, the remainder also depends on ¢, but we don’t show this explicitly since
we're regarding c as fixed.
As we prove in the following proposition, the differentiability of f at ¢ is equiv-
alent to the condition
lim @ =0.
h—0 h
That is, the remainder r(h) approaches 0 faster than h, so the linear terms in h
provide a leading order approximation to f(c+ h) when h is small. We also write
this condition on the remainder as

r(h) = o(h) as h — 0,
pronounced “r is little-oh of h as h — 0.”

Graphically, this condition means that the graph of f near c is close the line
through the point (¢, f(c)) with slope f/(c). Analytically, it means that the function

h— f(c+h)— f(e)
is approximated near ¢ by the linear function
h s f'(c)h.

Thus, f'(c) may be interpreted as a scaling factor by which a differentiable function
f shrinks or stretches lengths near c.

If |f'(c)] < 1, then f shrinks the length of a small interval about ¢ by (ap-
proximately) this factor; if |f/(c)| > 1, then f stretches the length of an interval
by (approximately) this factor; if f/(¢) > 0, then f preserves the orientation of
the interval, meaning that it maps the left endpoint to the left endpoint of the
image and the right endpoint to the right endpoints; if f’(¢) < 0, then f reverses
the orientation of the interval, meaning that it maps the left endpoint to the right
endpoint of the image and visa-versa.

We can use this description as a definition of the derivative.
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Proposition 4.10. Suppose that f : (a,b) — R. Then f is differentiable at ¢ €
(a, b) if and only if there exists a constant A € R and a function r : (a—c¢,b—c) = R
such that
. r(h)
fle+h)= f(c)+ Ah+r(h), lim — =0.
h—0 h
In that case, A = f'(c).

Proof. First suppose that f is differentiable at ¢, as in Definition 4.1, and define
r(h) = fle+h) = fc) — f'(c)h.

Then
Lor(h) [ fleth) = fe) ]
L R ACIEL
Conversely, suppose that f(c+ h) = f(c) + Ah +r(h) where r(h)/h — 0 as h — 0.
Then
lim [f(c—|—h)—f(c)] — lim {A—i— T(h)] = A,
h—0 h h—0 h
which proves that f is differentiable at ¢ with f'(c) = A. O

Example 4.11. In Example 4.2 with f(z) = 22,
(c+h)?=c*+2ch +h?,
and r(h) = h?, which goes to zero at a quadratic rate as h — 0.
Example 4.12. In Example 4.4 with f(xz) =1/x,
cih B % a c%h—i_r(h)’
for ¢ # 0, where the quadratically small remainder is

h2
r(h) = m

4.1.3. Left and right derivatives. We can use left and right limits to define
one-sided derivatives, for example at the endpoint of an interval, but for the most
part we will consider only two-sided derivatives defined at an interior point of the
domain of a function.

Definition 4.13. Suppose [ : [a,b] — R. Then f is right-differentiable at a < ¢ < b
with right derivative f/(c*) if

u [HEER=IO] _ g
.

exists, and f is left-differentiable at a < ¢ < b with left derivative f'(¢™) if
[ fle+h) = f(c) [ fle) = fle—h) o

T ALY R AN [ TV (FAC A AC A2 .
hs0- [ h B0+ h Je)

A function is differentiable at a < ¢ < b if and only if the left and right
derivatives exist at ¢ and are equal.
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Example 4.14. If f:[0,1] — R is defined by f(x) = 22, then
fof)y=0, f(7)=2

These left and right derivatives remain the same if f is extended to a function
defined on a larger domain, say

22 if0o<x<1,
fl)y=40 ife>1,
1/z ifx<0.

For this extended function we have f'(17) = 0, which is not equal to f'(17), and
f/(07) does not exist, so it is not differentiable at 0 or 1.

Example 4.15. The absolute value function f(z) = |x| in Example 4.6 is left and
right differentiable at 0 with left and right derivatives

fof)=1 f@O)=-1
These are not equal, and f is not differentiable at 0.
4.2. Properties of the derivative

In this section, we prove some basic properties of differentiable functions.

4.2.1. Differentiability and continuity. First we discuss the relation between
differentiability and continuity.

Theorem 4.16. If f : (a,b) — R is differentiable at at ¢ € (a,b), then f is
continuous at c.

Proof. If f is differentiable at ¢, then

}lbi_>mof(c+h) — f(e) = lim

h—0 h
e e e R
=f(c)-0
=0,
which implies that f is continuous at c. ([l

For example, the sign function in Example 4.5 has a jump discontinuity at 0
so it cannot be differentiable at 0. The converse does not hold, and a continuous
function needn’t be differentiable. The functions in Examples 4.6, 4.7, 4.8 are
continuous but not differentiable at 0. Example 5.24 describes a function that is
continuous on R but not differentiable anywhere.

In Example 4.9, the function is differentiable on R, but the derivative f’ is not
continuous at 0. Thus, while a function f has to be continuous to be differentiable,
if f is differentiable its derivative f’ needn’t be continuous. This leads to the
following definition.
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Definition 4.17. A function f : (a,b) — R is continuously differentiable on (a, b),
written f € C1(a,b), if it is differentiable on (a,b) and f’ : (a,b) — R is continuous.

For example, the function f(x) = 22 with derivative f’(z) = 2z is continuously
differentiable on any interval (a,b). As Example 4.9 illustrates, functions that
are differentiable but not continuously differentiable may still behave in rather
pathological ways. On the other hand, continuously differentiable functions, whose
tangent lines vary continuously, are relatively well-behaved.

4.2.2. Algebraic properties of the derivative. Next, we state the linearity of
the derivative and the product and quotient rules.

Theorem 4.18. If f,g: (a,b) — R are differentiable at ¢ € (a,b) and k € R, then
kf, f+ g, and fg are differentiable at ¢ with

(kf) () =kf'(c), (f+9)(c)=Ff(c)+d(c). (fg)(c)=f'(c)gle)+ fc)g'(c).
Furthermore, if g(c) # 0, then f/g is differentiable at ¢ with
' Fegle) = fe)g(e)
(5)© O

Proof. The first two properties follow immediately from the linearity of limits
stated in Theorem 2.22. For the product rule, we write

— i [ =S le )+ 0 oo+ 1) ot

h—0 | h
= }115% f(c—i—h})l—f(c)} }LLH}JQ(CJF h) + f(c) 1&13%) {Q(CHL})L_Q(C)}
= f'(c)g(c) + f(c)g'(c),

where we have used the properties of limits in Theorem 2.22 and Theorem 4.18,
which implies that g is continuous at c¢. The quotient rule follows by a similar
argument, or by combining the product rule with the chain rule, which implies that
(1/9)" = —¢'/g?. (See Example 4.21 below.) O

Example 4.19. We have 1’ = 0 and 2’ = 1. Repeated application of the product
rule implies that =" is differentiable on R for every n € N with

(™) = na™ L.

Alternatively, we can prove this result by induction: The formula holds for n = 1.
Assuming that it holds for some n € N, we get from the product rule that

($n+1)/ _ (l‘ . J,‘n)/ =1.2" +x- nmn—l — (n 4 1)$n,

and the result follows. It follows by linearity that every polynomial function is
differentiable on R, and from the quotient rule that every rational function is dif-
ferentiable at every point where its denominator is nonzero. The derivatives are
given by their usual formulae.
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4.2.3. The chain rule. The chain rule states the differentiability of a composi-
tion of functions. The result is quite natural if one thinks in terms of derivatives as
linear maps. If f is differentiable at ¢, it scales lengths by a factor f’(c), and if g is
differentiable at f(c), it scales lengths by a factor ¢’ (f(c)). Thus, the composition
g o f scales lengths at ¢ by a factor ¢’ (f(c)) - f'(c). Equivalently, the derivative of
a composition is the composition of the derivatives. We will prove the chain rule
by making this observation rigorous.

Theorem 4.20 (Chain rule). Let f : A — R and g : B — R where A C R and
f (A) C B, and suppose that c¢ is an interior point of A and f(c) is an interior point
of B. If f is differentiable at ¢ and g is differentiable at f(c), then go f : A — R is
differentiable at ¢ and

(g0 f)(c) =g (f(c)) f'(c).
Proof. Since f is differentiable at ¢, there is a function r(h) such that

fleth) = f(©) + f(©Qh+r(h),  lim % o,
) such that

G(F©) + k) =g (F(©) + ¢ (Fe)k+s(k),  lim "B _g,

k=0 k

and since g is differentiable at f(c), there is a function s(k

It follows that
(go f)lc+h)=g(flc)+ f(c)h+r(h))
= g(f(c) + 9" (f(0) (f'()h+r(h)) + s (f'(c)h +r(h))
=g (f(c) +4g (f(e) f'(c)h+t(h)

c

c

where
t(h) =r(h)+s(8(h),  &(h) = f'(c)h+r(h)
Then, since r(h)/h — 0 as h — 0,
lim @ = lim M
h—0 h h—0 h

We claim that this is limit is zero, and then it follows from Proposition 4.10 that
g o f is differentiable at ¢ with

(g0 f)(c) =g (f(c) f'(0).
To prove the claim, we use the facts that
¢(h)
h
Roughly speaking, we have ¢(h) ~ f'(c)h when h is small and therefore
s(o(h) _ s(f'(c)h)
h h
To prove this in detail, let € > 0 be given. We want to show that there exists § > 0

such that
s (¢(h))
h

s(k)

— f'(¢) ash—0, —0 ask—0.

—0 as h — 0.

‘<e if 0 < |h| < 4.
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Choose 7 > 0 so that

s(k)
k

€
2" () +1
(We include a “1” in the denominator to avoid a division by 0 if f'(¢) = 0.) Next,
choose 1 > 0 such that
r(h)
h

if 0 < |k| <n.

‘<|f’(c)|—|—1 if 0 < |h| < dy.

If 0 < |h| < 41, then
[S(M)] < [ ()l 2] + [r(R)]
<|f (@l + (1 ()] + DA
< (2[f(e)| + 1) [n].

Define d2 > 0 by
n

BEIZCIERE
and let § = min(dy,d2) > 0. If 0 < |h| < 6, then |p(h)| < n and

[p(h)| < 2If' () + 1) |l
It follows that for 0 < |h| < 6
e[o(h)]
s (o(h)) | < A7 ([ +1

(If ¢(h) = 0, then s(¢p(h)) = 0, so the inequality holds in that case also.) This
proves that

02

< €|hl.

s (6) _
= =0
(]

Example 4.21. Suppose that f is differentiable at ¢ and f(c) # 0. Then g(y) = 1/y
is differentiable at f(c), with ¢/(y) = —1/y? (see Example 4.4). It follows that
1/f = go f is differentiable at ¢ with

( 1)/ (© f'(c)
- (¢)=— .
f fle)?
4.2.4. The derivative of inverse functions. The chain rule gives an expression
for the derivative of an inverse function. In terms of linear approximations, it states

that if f scales lengths at ¢ by a nonzero factor f/(c), then f~! scales lengths at
f(c) by the factor 1/f'(c).

Proposition 4.22. Suppose that f : A — R is a one-to-one function on A C R
with inverse f~! : B — R where B = f (A). If f is differentiable at an interior
point ¢ € A with f/(c) # 0, f(c) is an interior point of B, and f~! is differentiable
at f(c), then
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Proof. The definition of the inverse implies that

(@) ==

Since f is differentiable at ¢ and f~1 is differentiable at f(c), the chain rule implies

that

(F (F@) f(e) =1.
Dividing this equation by f’(c) # 0, we get the result. Moreover, it follows that
/7! cannot be differentiable at f(c) if f'(c) = 0. O

Alternatively, setting d = f(c¢), we can write the result as
1
() =
D= @)
The following example illustrates the necessity of the condition f’(c) # 0 for the
differentiability of the inverse.

Example 4.23. Define f : R — R by f(z) = 2®. Then f is strictly increasing,
one-to-one, and onto with inverse f~! : R — R given by

F ) =y
Then f/(0) = 0 and f~! is not differentiable at f(0)= 0. On the other hand, f~!
is differentiable at non-zero points of R, with

or, writing y = 23,

W = 57

in agreement with Example 4.7.

Proposition 4.22 is not entirely satisfactory because it assumes the differen-
tiability of f=! at f(c). One can show that if f : I — R is a continuous and
one-to-one function on an interval I, then f is strictly monotonic and f~! is also
continuous and strictly monotonic. In that case, f~! is differentiable at f(c) if f is
differentiable at ¢ and f’(c) # 0. We omit the proof of these statements.

Another condition for the existence and differentiability of f~!, which gener-
alizes to functions of several variables, is given by the inverse function theorem:
If f is differentiable in a neighborhood of ¢, f/(¢) # 0, and f’ is continuous at ¢,
then f has a local inverse f~! defined in a neighborhood of f(c) and the inverse is
differentiable at f(c) with derivative given by Proposition 4.22.

4.3. Extreme values

Definition 4.24. Suppose that f : A — R. Then f has a global (or absolute)
maximum at ¢ € A if
flx) < fle) for all x € A,
and f has a local (or relative) maximum at ¢ € A if there is a neighborhood U of
c such that
fl@) < f(e) foralz e ANU.
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Similarly, f has a global (or absolute) minimum at ¢ € A if
f(z) > f(co) for all x € A,

and f has a local (or relative) minimum at ¢ € A if there is a neighborhood U of ¢
such that

flz) > f(o) forallz € ANU.
If f has a (local or global) maximum or minimum at ¢ € A, then f is said to have
a (local or global) extreme value at c.

Theorem 3.33 states that a continuous function on a compact set has a global
maximum and minimum. The following fundamental result goes back to Fermat.

Theorem 4.25. Suppose that f: A — R has a local extreme value at an interior
point ¢ € A and f is differentiable at ¢. Then f’(c) = 0.

Proof. If f has alocal maximum at ¢, then f(z) < f(c) for all z in a é-neighborhood
(c—68,c+9) of ¢, so
WSO for all 0 < h < 4,

which implies that

h—0t
Moreover,
f(”h})l_f(c) >0  forall =5 < h <0,
which implies that
It follows that f’(¢) = 0. If f has a local minimum at ¢, then the signs in these
inequalities are reversed and we also conclude that f/(c) = 0. g

For this result to hold, it is crucial that ¢ is an interior point, since we look at
the sign of the difference quotient of f on both sides of ¢. At an endpoint, we get
an inequality condition on the derivative. If f : [a,b] — R, the right derivative of f
exists at a, and f has a local maximum at a, then f(z) < f(a) for a <z < a+ 74,
so f'(a™) < 0. Similarly, if the left derivative of f exists at b, and f has a local
maximum at b, then f(z) < f(b) for b— 3§ <z < b, so f/(b~) > 0. The signs are
reversed for local minima at the endpoints.

Definition 4.26. Suppose that f: A — R. An interior point ¢ € A such that f is
not differentiable at ¢ or f’(¢) = 0 is called a critical point of f. An interior point
where f/(c) = 0 is called a stationary point of f.

Theorem 4.25 limits the search for points where f has a maximum or minimum
value on A to:

(1) Boundary points of A4;

(2) Interior points where f is not differentiable;
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(3) Stationary points of f.

4.4. The mean value theorem

We begin by proving a special case.

Theorem 4.27 (Rolle). Suppose that f : [a,b] — R is continuous on the closed,
bounded interval [a, b], differentiable on the open interval (a,b), and f(a) = f(b).
Then there exists a < ¢ < b such that f'(¢) = 0.

Proof. By the Weierstrass extreme value theorem, Theorem 3.33, f attains its
global maximum and minimum values on [a,b]. If these are both attained at the
endpoints, then f is constant, and f’(¢) = 0 for every a < ¢ < b. Otherwise, f
attains at least one of its global maximum or minimum values at an interior point
a < ¢ < b. Theorem 4.25 implies that f/(c) = 0. O

Note that we require continuity on the closed interval [a, b] but differentiability
only on the open interval (a,b). This proof is deceptively simple, but the result
is not trivial. It relies on the extreme value theorem, which in turn relies on the
completeness of R. The theorem would not be true if we restricted attention to
functions defined on the rationals Q.

The mean value theorem is an immediate consequence of Rolle’s theorem: for
a general function f with f(a) # f(b), we subtract off a linear function to make
the values of the resulting function equal at the endpoints.

Theorem 4.28 (Mean value). Suppose that f : [a,b] — R is continuous on the
closed, bounded interval [a, b], and differentiable on the open interval (a,b). Then
there exists a < ¢ < b such that
/ _ f(b) — f(a)
f (C) - b—a .

Proof. The function g : [a,b] = R defined by

o) = 1)~ 10 - | L0 o)

is continuous on [a,b] and differentiable on (a,b) with

/ Y _ f(b) — f(a)
g() = 5'() - U0,
Moreover, g(a) = g(b) = 0. Rolle’s Theorem implies that there exists a < ¢ < b
such that ¢’(¢) = 0, which proves the result. O

Graphically, this result says that there is point a < ¢ < b at which the slope
of the graph y = f(x) is equal to the slope of the chord between the endpoints
(a, f(a)) and (b, f(b)).

Analytically, the mean value theorem is a key result that connects the local
behavior of a function, described by the derivative f’(c), to its global behavior,
described by the difference f(b) — f(a). As a first application we prove a converse
to the obvious fact that the derivative of a constant functions is zero.
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Theorem 4.29. If f: (a,b) — R is differentiable on (a,b) and f'(x) = 0 for every
a < x < b, then f is constant on (a,b).

Proof. Fix 2y € (a,b). The mean value theorem implies that for all x € (a,b) with

T # g

oy = 1) = fa)

r — X9
for some ¢ between zy and z. Since f'(c) = 0, it follows that f(x) = f(x¢) for all
x € (a,b), meaning that f is constant on (a,b). O

Corollary 4.30. If f,g : (a,b) — R are differentiable on (a,b) and f'(x) = ¢'(x)
for every a < x < b, then f(x) = g(z) + C for some constant C'.

Proof. This follows from the previous theorem since (f — g)’ = 0. O

We can also use the mean value theorem to relate the monotonicity of a differ-
entiable function with the sign of its derivative.

Theorem 4.31. Suppose that f : (a,b) — R is differentiable on (a,b). Then f is
increasing if and only if f'(x) > 0 for every a < x < b, and decreasing if and only
if f'(x) <0 for every a < x < b. Furthermore, if f'(z) > 0 for every a < z < b
then f is strictly increasing, and if f/(x) < 0 for every a < x < b then f is strictly
decreasing.

Proof. If f is increasing, then

fl@+h)— f(z)
h
for all sufficiently small & (positive or negative), so

>0

, [ fl@+h) - flx)
frng _— > .
i) #%{ h 20
Conversely if f' > 0 and a < z < y < b, then by the mean value theorem
fly) — fx)

=920

for some z < ¢ < y, which implies that f(z) < f(y), so f is increasing. Moreover,
if f'(¢) >0, we get f(z) < f(y), so f is strictly increasing.

The results for a decreasing function f follow in a similar way, or we can apply
of the previous results to the increasing function — f. O

Note that if f is strictly increasing, it does not follow that f/(z) > 0 for every
x € (a,b).
Example 4.32. The function f : R — R defined by f(z) = 2 is strictly increasing
on R, but f/(0) = 0.

If f is continuously differentiable and f’(c¢) > 0, then f'(x) > 0 for all z in a
neighborhood of ¢ and Theorem 4.31 implies that f is strictly increasing near c.
This conclusion may fail if f is not continuously differentiable at c.
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Example 4.33. The function
x/2+x?sin(1/x) if z #0,
fay =" ()
0 ifx =0,

is differentiable, but not continuously differentiable, at 0 and f’(0) = 1/2 > 0.
However, f is not increasing in any neighborhood of 0 since

fx) = % — cos (i) + 2z sin (;)

is continuous for x # 0 and takes negative values in any neighborhood of 0, so f is
strictly decreasing near those points.

4.5. Taylor’s theorem

If f:(a,b) — R is differentiable on (a,b) and f’ : (a,b) — R is differentiable, then
we define the second derivative f” : (a,b) — R of f as the derivative of f’'. We
define higher-order derivatives similarly. If f has derivatives f() : (a,b) — R of all
orders n € N, then we say that f is infinitely differentiable on (a, b).

Taylor’s theorem gives an approximation for an (n + 1)-times differentiable
function in terms of its Taylor polynomial of degree n.

Definition 4.34. Let f : (a,b) — R and suppose that f has n derivatives f', f”,... f( :
(a,b) = R on (a,b). The Taylor polynomial of degree n of f at a < ¢ < b is

Pala) = £(0) + F/(@)(z — ) + gy 7w = 0 -+ - f O () — )"

Equivalently,
- 1
Pn(z):Zak(zfc)k, ak:Hf(k)(c).
k=0

We call ap the kth Taylor coefficient of f at ¢. The computation of the Taylor
polynomials in the following examples are left as an exercise.

Example 4.35. If P(z) is a polynomial of degree n, then P,(x) = P(z).
Example 4.36. The Taylor polynomial of degree n of e at x =0 is

1 1,
Pn(x):1+x+ix2-~-+ax .

Example 4.37. The Taylor polynomial of degree 2n of cosx at x = 0 is
_ 1 2 1 4 n 1 2n

We also have Py, 1 = Pay,.

Example 4.38. The Taylor polynomial of degree 2n + 1 of sinx at =0 is

_ 1 3 1 5 n 1 2n+1
P2n+1(l‘)—$—§l‘ +§I —+(—1) mx .

We also have Po,19 = Popy1.
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Example 4.39. The Taylor polynomial of degree n of 1/x at © =1 is
Puz)=1—(z—1)+(z -1+ (=D)"(x - 1"

Example 4.40. The Taylor polynomial of degree n of logx at x =1 is
Puz)=(z—-1)—=(z—1)2 4+ (z—1)3 =+ (=1)"(z — D"

We write
f(z) = Po(x) + Ru(x).

where R,, is the error, or remainder, between f and its Taylor polynomial P,. The
next theorem is one version of Taylor’s theorem, which gives an expression for the
remainder due to Lagrange. It can be regarded as a generalization of the mean
value theorem, which corresponds to the case n = 0.

The proof is a bit tricky, but the essential idea is to subtract a suitable poly-
nomial from the function and apply Rolle’s theorem, just as we proved the mean
value theorem by subtracting a suitable linear function.

Theorem 4.41 (Taylor). Suppose f : (a,b) — R has n + 1 derivatives on (a,b)
and let a < ¢ < b. For every a < x < b, there exists £ between ¢ and x such that

F(@) = £0)+ J(€) = )+ (@ = 4+ fO(E) = )" + Ru2)
where

Ru(e) = st PO () — 0",

(n+1)!
Proof. Fix z,c € (a,b). For t € (a,b), let

o(0) = () = ()~ F' (0@ — 1) ~ 3 [~ 1) =+~ O @)~ )"
Then g(z) =0 and

§() =~ D @) — o)

Define

h@)zg@)—(x‘t)an@»

r—cC

Then h(c) = h(z) = 0, so by Rolle’s theorem, there exists a point £ between ¢ and
x such that h'(£) = 0, which implies that

9§+ (n+ 1)(:5;6__6;3119(6) =0.

It follows from the expression for ¢’ that
1 (z ="
= f(n+l) _ ey A\ S)

and using the expression for g in this equation, we get the result. O



4.5. Taylor’s theorem 55

Note that the remainder term
1
__t  r(n+1) _\n+1
Rofe) = gy O =0
has the same form as the (n+ 1)th term in the Taylor polynomial of f, except that
the derivative is evaluated at an (unknown) intermediate point & between ¢ and z,

instead of at c.

Example 4.42. Let us prove that
i IT—cosz) 1
aflg%) x? 2

1 1
cosx =1-— 5:102 + I(cosf)aj4

for some & between 0 and z. It follows that for x # 0,

By Taylor’s theorem,

1—cosxz 1

2 2 __I(

= cos &)z
Since | cos&| < 1, we get
‘1 —cosz 1’ < lmQ
x2 2| — 4l
which implies that
I—cosz 1] 0
x2 2‘ -
Note that Taylor’s theorem not only proves the limit, but it also gives an explicit
upper bound for the difference between (1 — cosx)/z? and its limit 1/2.

lim
x—0




